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ABSTRACT

A digital-filtering initialization scheme, which includes the effects of diabatic processes, has been formulated.
This scheme gives a lower noise level in the forecast and a better organized initial pressure-tendency field than
for the corresponding adiabatic initialization. The implementation of the scheme is very easy, requiring only
the calculation of the filter coefficients and minor adjustments to the model code.

The computational expense of the digital-filtering initialization is directly proportional to the length of the
time span over which the filter is applied. By a careful choice of filter weights, based on optimal filter theory,
the span of the filter can be reduced by a factor of 2 or 3, with a corresponding increase in efficiency.

1. Introduction

Due to an imbalance between the mass and wind
fields, large amplitude inertia—gravity oscillations occur
in numerical models based upon primitive equations.
Many initialization procedures have been developed
to control these oscillations, for example, static ini-
tialization (Phillips 1960), dynamic initialization
(Miyakoda and Moyer 1968), nonlinear normal-mode
initialization (Machenhauer 1977; Baer 1977), and
bounded derivative initialization (Semazzi and Navon
1986).

An alternative approach to the initialization methods
mentioned above is to use time filters. A digital filter
has been used to initialize data for a limited-area shal-
low-water model by Lynch (1990) and for a sophisti-
cated baroclinic limited-area model by Lynch and
Huang (1992, hereafter LH). In both studies, the nu-
merical models are integrated forward and backward
from the initial time. The time series of the model vari-
ables produced by the integrations are processed by a
digital filter, which removes the high-frequency com-
ponents from the initial data. The forward and back-
ward integrations are performed adiabatically, that is,
with all diabatic processes and horizontal diffusion dis-
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abled. The adiabatic digital-filtering initialization
(ADFI) effectively removes the high frequencies while
making very small changes to the initial fields and
forecasts. In Lynch (1990), ADFI was compared to an
initialization scheme based on the Laplace transform
(Lynch 1985). The two schemes gave very similar re-
sults. In LH, ADFI was compared to the standard adi-
abatic nonlinear normal-mode initialization scheme
(ANMI) of a high-resolution limited-area model
(HIRLAM). The latter scheme uses the Machenhauer
(1977) criterion, which sets the initial tendencies of
the gravity modes to zero. Compared with the normal-
mode scheme, ADFI gave superior results: there was
less noise in the forecast and a more organized and
synoptically reasonable initial pressure tendency field.

In this paper, the ADFI of LH is extended to include
diabatic processes. The modified scheme will be re-
ferred to as diabatic digital-filtering initialization
(DDFI). The basis of the method is outlined in section
2, and its application to specific cases is described in
section 3. Optimal filters are introduced in section 4,
and it is shown there how they may be used to improve
the efficiency of DDFI. Some further results, using an
optimal filter, follow in section 5. A discussion and
conclusions are presented in section 6.

2. Basis of the DDFI method

The theoretical foundation of DDFI is the same as
for ADFI in LH: the high frequencies are removed by
applying a digital filter to a short time series generated
by an integration from the initial data. The main dif-
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ference is that the time series of the model variables
processed by the digital filter are produced by a diabatic
integration of the model. In order for the time series
to be centered around the initial time, an adiabatic
integration is carried out backward in time for N time
steps to produce a model state at t = —NAt. Here the
N-step numerical integration covers half of the total
filter span T, = 2NAt, which extends from —NAt to
+NAt. From t = —NAt, the model is integrated dia-
batically forward in time to + NAt¢, giving a time series
Xu(n). The digital filter is then applied to X,(n), yield-
ing a filtered field X %:

N
Xi= 2 h(=n)Xun),

n=—N

(1)

where /(n) are the filter coefficients. The filter used in
section 3 is the same as that of LH, with coefficients
given by

h(n) =[

sin[nw /(N + 1)]) sinné,
nr/(N+ 1) ] )

Here 4. is the cutoff digital frequency, which is related
to the cutoff period 7.:

(2)

nmw

=W 5. (3)
Further discussion and an alternative filter-design
technique are presented in the Appendix.

When the model is diabatically integrated to the ini-
tial time, the model state X,(0) is generally different
from the original analysis X,(0). An attempt to allow
for this effect was made by defining a modified initial-
ized field:

X* = X7 — [Xa0) — X,(0)]. (4)

It was found, however, that this modification dimin-
ished the effectiveness of the initialization, and it was
therefore abandoned.

3. Results

a. Data and model

The first case chosen to demonstrate the DDFI
method is the same one as was used in LH, in which
an intense low crossed Denmark and southern Sweden
on 5-6 September 1985. A discussion of the weather
situation and numerical simulations of the storm can
be found in Sundqvist et al. (1989). HIRLAM has a
grid of 110 X 100 X 16 points, and a horizontal reso-
lution 0.5° X 0.5° is used. The time step for the inte-
gration is 6 min. Both the filter span T and the cutoff
period 7. are chosen to be 6 h. The boundary values
are fixed to their initial values during the initialization.
A ten-point relaxation zone is used to ensure a smooth
transition between the boundary and the interior val-
ues. A brief description of the model can be found in
LH and more details are found in Kallberg (1989).
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b. Application of DDFI

The original analysis of the sea level pressure over
the model domain for 0000 UTC 5 September 1985,
is shown in Fig. 1a. The integration backward in time
for 3 h yields a reasonable sea level pressure field (Fig.
1b). For instance, the troughs west of Ireland and in
the Norwegian Sea have retrogressed, as might be ex-
pected. The trough in the Soviet Union (at 30°E) has
intensified, while the low pressure centers over Sweden
and England and the high pressure center south of
Greenland have weakened slightly. During the back-
ward integration, all the diabatic processes are switched
off and horizontal diffusion is disabled. The boundary
relaxation zone is also indicated in Fig. 1. The pressure
field is smooth near the boundaries.

To produce the time series Xy(#), a 6-h integration
forward in time, with the fields X,(—N) as initial data,
is performed with all the physical processes and the
horizontal diffusion included. Applying the digital filter
(1) to the time series X,(»), the resulting fields of DDFI
are obtained. In Fig. lc¢, the sea level pressure after
DDFI is shown.

¢. Reference experiments

There are three characteristics essential to any sat-
isfactory initialization procedure: (i) high-frequency
oscillations are removed from the forecast; (ii) changes
made to the initial fields are acceptably small; and (iii)
the forecast is not degraded by application of the ini-
tialization. A 24-h forecast from uninitialized data is
carried out to serve as a reference so that the DDFI
procedure can be evaluated in terms of these three re-
quirements. The uninitialized initial analysis and sub-
sequent forecast are denoted NOIN.

For the purpose of comparison, a parallel experiment
using ADFI is performed. The model is adiabatically
integrated backward 3 h and forward 3 h in time, giving
a time series X,(n). Equation (1) is then applied to
X,(n), yielding an ADFI initial analysis X ¥. The only
difference between the ADFI used here and that in LH
is the boundary treatment. Instead of fixing the bound-
ary values as in LH, the standard boundary relaxation
scheme of HIRLAM is used (Kallberg 1989).

d. Reduction of noise

The main objective of initialization is to remove the
spurious high-frequency oscillations from a forecast.
A common way to demonstrate the performance of an
initialization scheme is to show the time evolution of
the surface pressure and a midlevel vertical velocity at
a model grid point (Williamson and Temperton 1981;
Temperton and Williamson 1981). While the surface
pressure is sensitive to noise in a vertically integrated
sense, the midlevel vertical velocity indicates the in-
ternal noise. The time evolutions for the first 6 h
of the forecast of the surface pressure p, and 500-hPa
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vertical velocity w = dp/dt at a model grid point in the
Alps are shown in Fig. 2 and Fig. 3, respectively. The
forecast starting from uninitialized analysis is severely
contaminated by high-frequency oscillations, indicating
a large imbalance in the initial mass and wind fields.
Due to the damping mechanisms of the model (e.g.,
horizontal diffusion), a clear decrease is observed in
the amplitude of the oscillations in p, and w in the first
6 h. The two forecasts from initialized analyses, how-
ever, have almost no high-frequency component in
their evolution. The differences between DDFI and
ADFI are small, less than 0.5 hPa in surface pressure
Ds. The curves for the two initialized forecasts (DDFI
and ADFI) in Fig. 2 are quite similar; it is difficult to
tell which is better. There is a suggestion in Fig. 3 that

F1G. 1. (a) Uninitialized sea level pressure analysis (hPa) for 0000
UTC, 5 September 1985. (b) Sea level pressure after 3-h adiabatic
integration backward in time. (c) Sea level pressure after DDFI. The
limit of the boundary relaxation zone is shown in the figures.

the evolution of the 500-hPa vertical velocity is
smoother for the diabatically initialized forecast; cer-
tainly, its initial variation is smaller.

In order to further compare DDFI and ADFI, the
mean absolute surface pressure tendency N, is chosen
to measure the global noise level. Here N, is defined
as

1
7

1 J
d
N==373 —(jf , (5)
= = ij

i=1 j=1

where the summation is calculated over the inner
model domain in the present study. In Fig. 4, the vari-
ation of N, during the first 6 h of the forecasts is shown.
The three curves converge as the time integration is
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FIG. 2. Time evolution of surface pressure p, (hPa) at a model
grid point in the Alps (indicated by 4 in Fig. 1a).

carried on. In fact, there is almost no difference between
them after 12 h. The distinct difference between the
uninitialized forecast and the two initialized ones con-
vincingly shows that the initial noise due to the im-
balance between mass and wind fields is effectively re-
moved by DDFI and ADFI procedures. Furthermore,
the noise level for DDFI is slightly lower than for ADFI
throughout the whole 6-h period of the integration.
The fourth graph in Fig. 4 shows the variation of N,
for the forecast starting from an analysis initialized us-
ing an adiabatic nonlinear normal-mode initialization
(ANMI), described in LH. It can be seen that both
DDFI and ADFI are superior to ANMI in reducing
the high-frequency noise. A detailed comparison be-
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FI1G. 3. Time evolution of 500-hPa vertical velocity w (Pas™)
at a model grid point in the Alps (indicated by 4 in Fig. 1a).
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FiG. 4. Time evolution of the mean absolute surface pressure
tendency averaged over the interior model domain [hPa (3 h)™'].

tween ADFI and ANMI has been performed in LH
and will not be repeated here.

In addition to areally averaged quantities, the initial
surface pressure tendency maps are shown in Fig. 5.
By means of DDFI (Fig. 5a) or ADFI (Fig. 5b), the
noise is removed. The amplitude of the maximum
pressure tendency is reduced to 3 hPa (3 h)™! in the
interior domain and well-organized patterns on syn-
optic scales occur in accordance with the weather sit-
uation. For instance, minimum and maximum pres-
sure tendency over the mid-Atlantic (Figs. 5a,b) are
related to the development of the low and high pressure
centers (cf., Fig. 1la). Compared to ADFI (Fig. 5b),
the diabatic initialization scheme (Fig. 5a) gives an
even smoother field, especially over the mountainous
regions of Greenland, the Alps, and Scandinavia. A
very noisy pressure-tendency field with a maximum of
130 hPa (3 h) ™! was found in the uninitialized analysis
(not shown here; see LH). This noise has been sup-
pressed to some extent by ANMI (Fig. 5¢); for example,
the maximum is around 10 hPa (3 h)™' in Fig. 5c.
However, this pressure-tendency field still contains
small-scale features unrelated to the synoptic flow.

The surface pressure tendency is related to the ver-
tically integrated divergence field. The improvements
discussed above relate primarily to the reduction of
noise in a vertically integrated sense. To evaluate the
effect of the initialization on the internal modes, the
divergence fields at each level are examined. The root-
mean-square values of divergence, ¢;, for the DDFI,
ADFI, and NOIN analyses at each model level are
shown in Fig. 6. Both the initialization schemes reduce
o; effectively. The reduction due to ADFI is of the order
of 10%. The reduction brought about by DDFI is ap-
proximately twice as much. Since the divergence field
is generally too large in the uninitialized analysis, this
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may be regarded as an improvement. The maximum
difference between the reduction made by DDFI and
that by ADFI occurs at the lowest model level, but this
difference remains significant throughout the tropo-
sphere. (The changes in g; due to ANMI were very
small; see LH, Fig. 13.)

e. Changes made by DDFI to the model fields

The root-mean-square (rms) and maximum (max)
differences in temperature, wind components, and
surface pressure between the initialized and uninitial-
ized analyses are shown in Table 1. The calculations

FIG. 5. Initial surface pressure tendency [hPa (3 h)™'}
for (a) DDFI, (b) ADFI, and (c) ANMI.

of rms and max are confined to the interior region.
The numbers in the table are reasonably small and
generally less than the observational errors. Compared
to the results of ADFI, the changes made by DDFI are
somewhat larger but are still reasonably small (see Ta-
ble 1). Similar calculations are made for the 24-h fore-
casts. The results in Table 2 show that DDFI does not
affect the forecast very much if the uninitialized forecast
is used as a reference. The changes made by ADFI and
DDFI to the total potential energy (TPE) and the total
kinetic energy (TKE) are also very small: +0.03% in
TPE and —2% in TKE for DDFI; +0.01% in TPE and
—1% in TKE for ADFI.
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FIG. 6. Root-mean-square divergence (1076 s™!) as a function of
model level for uninitialized analysis (full line), DDFI analysis
(dashed line), and ADFI analysis (dotted line). The analysis was
made at 0000 UTC 5 September 1985.

To give an idea of the spatial distribution of the
changes made by DDFI, the differences in sea level
pressure between DDFI and NOIN at the initial time
and after 24 h are shown in Figs. 7a and 7b, respec-
tively. The analysis changes are largest in the moun-
tainous regions of Greenland and the Alps. At the end
of the 24-h forecast, the difference between the DDFI
forecast and the uninitialized forecast is very small; a
1-hPa contour line appears over Denmark. A close look
at the 24-h sea level pressure forecast from DDFI anal-
ysis (Fig. 8a) and that from the uninitialized analysis
(Fig. 8b) reveals that the change made by DDFI is
actually a marginal improvement in the central pres-
sure of the low, compared with the verifying analysis
(Fig. 8¢). The two forecasted low positions, however,
are located at the same model grid points, which is
about 100 km from that of the verifying analysis.

f. Spinup of precipitation

It is a common problem with numerical forecasts
that the initial precipitation rate is either severely re-

TABLE 1. Root-mean-square (rms) and maximum differences in
temperature, wind components, and surface pressure between the
.initialized and uninitialized analyses. For T, %, and v, the statistics
are for the three-dimensional fields. DDFI — NOIN: changes due to
diabatic digital filtering; ADFI — NOIN: changes due to adiabatic
digital filtering.

T(K) u(ms™") ov(ms') p,(hPa)

Ims max rIms max rIms$s max Ims max

DDFI — NOIN 0.27 394 0.64 5.11 0.64 5.55 0.76 3.12
ADFI — NOIN 0.10 092 0.38 3.59 0.38 5.28 0.36 1.27
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TABLE 2. Root-mean-square (rms) and maximum differences in
temperature, wind components, and surface pressure between the
24-h forecasts starting from the initialized datasets and uninitialized
forecast. For T, u, and v, the statistics are for the three-dimensional
fields. DDFI — NOIN: changes due to diabatic digital filtering; ADFI
— NOIN: changes due to adiabatic digital filtering.

T (K) u(ms™) v@ms') p,(bPa)

rms max Ims max T[ms max rms max

DDFI — NOIN 0.16 2.53 0.38 6.41 0.38 9.06 035 1.72
ADFI -~ NOIN 0.06 1.53 0.18 6.15 0.18 5.58 0.06 0.84

duced or excessively high. The adjustment of precipi-
tation and evaporation to a state of mutual balance is
known as the model spinup. Attempts have been made
to alleviate this problem by means of diabatic initial-
ization. In a study by Kitade (1983), the diabatic non-
linear normal-mode initialization (DNMI) experi-
ments made with the FSU (Florida State University)
global spectral model suggest that DNMI provides a
well-organized disturbance in the initial state followed
by a larger amount of rainfall compared with ANMI.
In another study by Wergen (1988), however, DNMI
experiments made with the ECMWF (European Centre
for Medium-Range Weather Forecasts) forecast system
show little improvements in the spinup of the model
precipitation. The diabatic dynamic initialization
(DDI) technique recently formulated by Fox-Rabi-
novitz and Gross (1991) appears to be quite effective
in reducing the initial spinup effect.

The initial precipitation rate and the 24-h accu-
mulated precipitation pattern calculated from DDFI
were not significantly different from those of ADFI.
The two forecasts of accumulated precipitation are
shown in Fig. 9. There are no large differences between
the adiabatically and diabatically initialized forecasts.

Compared to both adiabatic and diabatic nonlinear

-normal-mode initialization schemes, one advantage of

using digital filters (both ADFI and DDFI) is that the
humidity field is consistently initialized along with the
other prognostic fields. The fact that the humidity field
is treated in the same way in the ADFI and DDFI
schemes may, to some extent, explain the insensitivity
of the model precipitation to the treatment of diabatic
processes in the initialization scheme. A noise-free and
better-organized humidity field contributes to the re-
moval of the high-frequency noise from the forecast,
although this contribution is not very significant in the
present study.

The insensitive dependence discussed above may
also be related to the particular scheme for conden-
sation and clouds in the HIRLAM forecast model used
in this study. The precipitation comes from cloud water
content (CWC), which is a prognostic model variable
in the same way as in Sundqvist et al. (1989). The
analyzed CWC field has not been available in any op-
erational context. Both DDFI and ADFI forecasts
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F1G. 7. (a) Difference in initial sea level pressure between DDFI analysis and the uninitialized analysis. (b) Difference in sea level

pressure between the 24-h forecast from the DDFI analysis and that from the uninitialized analysis.

started from the same initial CWC field, namely, CWC
= ( everywhere. Therefore, the spinup of precipitation
in the DDFI forecast is not very different from that of

the ADFI forecast. One extension of the present DDFI

scheme is to include a CWC field, which may influence
the initial cloud distribution and precipitation. Prelim-
inary work on defining the initial cloud water content
has been reported by Kristjansson (1991).
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g. Hurricane Hugo

Hurricane Hugo is chosen here to demonstrate the
applicability of ADFI and DDFI to different geographic
locations and different synoptic weather situations.
Hugo began as an easterly wave and reached hurricane
strength by 1000 UTC 14 September 1989. During the
period 0000 UTC 20-21 September, Hugo turned
northwestward toward the continental United States.
The timing of this turning was a critical forecast prob-
lem and a review of numerical forecasts for Hugo is
given by Ward (1990). A study of Hugo with HIRLAM
is being undertaken in a collaborative project between
Colin Jones of the Climatic Research Unit, University
of East Anglia, and the Department of Meteorology,
University of Stockholm. The purpose of this study is
to assess the impact of different physical processes (e.g.,
convection, condensation, and precipitation ), initial-
boundary condition resolution, and model resolution
on the evolution of Hurricane Hugo. The full results
will be reported in the near future. Here only the ap-
plications of ADFI and DDFI are briefly presented,
and 6-h forecasts from ADFI and DDFI analyses are
compared with that from uninitialized analysis.

The HIRLAM used in the Hugo experiments has a
grid of 110 X 100 X 16 points and a horizontal reso-
lution 0.25° X 0.25°. The parameters are kept un-
changed, except that the time step and the horizontal
diffusivity are halved compared with the experiments
presented outside this subsection.

The ECMWEF analysis of the sea level pressure in

the vicinity of Hurricane Hugo for 0000 UTC 18 Sep-
tember 1989 interpolated to the HIRLAM grid is
shown in Fig. 10a. The area is dominated by a tropical
storm with a minimum sea level pressure of 1003 hPa.
Observations at this time put Hugo at a minimum sea
level pressure of 946 hPa (Case and Mayfield 1990).
Clearly the ECMWEF analysis fails to produce a deep
enough storm, possibly due to a combination of model
defects, poor resolution, lack of observations for the
analysis, and the analysis-rejecting data that was avail-
able.

The DDFI and ADFI analyses are shown in Figs.
10b and 10c, respectively. Both DDFI and ADFI pro-
duce smoother sea level pressure fields than the original
uninitialized analysis. Some of the small-scale features
due to the high-resolution orography may develop
during the initializations. The central pressure of Hugo
has been lowered 3 hPa by the DDFI. The shape of
the low center has also been changed slightly by the
initialization schemes. These changes are not discussed
further in this paper and will be reported together with
the Hugo project mentioned earlier.

In order to demonstrate the efficacy of ADFI and
DDFI in suppressing the noise in the forecast, three
short-range forecasts have been made. In Fig. 11, the
mean absolute surface pressure tendency N, is shown
for NOIN (forecast from uninitialized analysis), ADFI
(forecast from ADFI analysis), and DDFI (forecast
from DDFI analysis). It is clearly shown that the noise
in the NOIN forecast has been effectively removed by
both ADFI and DDFI. The two forecasts from initial-
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ized analyses show almost no noise in N;, and DDFI
appears to be slightly better than ADFI in this respect
during the 6-h period.

4. Optimization of the filter

The computational expense of applying the digital-
filtering technique depends directly on the length or
order of the filter used. The objective of filter design is
to achieve the required degree of filtering using a filter

vt 2 {
g 3 1
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8. 7or, N /?
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N > N 0 ¥lma .
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1079, /

FIG. 10. (a) ECMWEF sea level pressure analysis (hPa) for 0000
UTC 18 September 1989. (b) Sea level pressure after DDFI for 0000
UTC 18 September 1989. (c) Sea level pressure after ADFI for 0000
UTC 18 September 1989.

with the smallest number of coefficients. Two design
methods are considered in the Appendix. The first is
based on a Fourier decomposition of the ideal response,
combined with a suitable window function; the second,
based on the Chebyshev or minimax principle, yields
a so-called optimal filter.

In section 4a, the minimum time span required to
achieve a given frequency cutoff is considered. The re-
sponse characteristics of the two types of filter are com-
pared in section 4b; in general, optimal filters achieve
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FiG. 11. Time evolution of the mean absolute surface pressure
tendency averaged over the interior model domain [hPa (3 h)™!] for
the Hugo experiments.

the desired specifications for a lower order than those
constructed using the simple window method. The im-
plications for the computational efficiency of digital
filtering are discussed in section 4c.

a. The minimum time span

The uncertainty principle plays a dominant role in
the problem of meeting given specifications with a filter
of limited length. This principle, first discovered by
Heisenberg in connection with quantum mechanics,
has much wider ramifications. In a general form, it
places a limit on the extent to which a function A(7)
and its Fourier transform H(w) can be simultaneously
localized in their respective domains. The variances of
the squared moduli in the time and frequency domains
are defined by

+ oo + o0
f t*hh* dt f w’HH*dw
ot = o= .
f hh* dt f HH*dw

The uncertainty relation (Bracewell 1978, p. 160) states
that

1
0,0, = 3

For an ideal low-pass filter with cutoff frequency w,,
the standard deviation o, = w./ Vg, so that

Vi V3r,
o, = T ——

T 2w, 4m
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Taking a nominal cutoff period 7. = 6 h gives o,
= 0.827 h. The function A(z) will typically extend to
at least 24, in both positive and negative directions;
thus, the total time span 7, must be of the order of 3
h or greater. As something less than the ideal response
is acceptable, some further reduction, perhaps to 2 h,
may be possible.

For a discrete filter, the order and span are related
by (2N + 1)Ar = T,. The uncertainty principle places
a lower limit on the order required to achieve a given
cutoff. As the cutoff frequency is reduced, the amplitude
of the side lobes increases in such a way that ¢, remains
above the minimum permitted value. This places a
limit on the minimum order required to achieve a
specified attenuation in the stop band. Optimal filter
design ensures the best possible suppression in the stop
band for a specified cutoff.

b. Comparison of filter responses

The frequency response of four filters is shown in
Fig. 12. Two of the filters are constructed using a Lan-
czos window and two by means of the optimal-design
technique (for details, see the Appendix). The solid
graph is for a Lanczos filter with a nominal cutoff of
6 h and a span 7T, = 6 h (the filter used in LH and in
section 3). The dotted curve is for the optimal or equi-
ripple filter with a span 7 = 3 h. It can be seen that
the behavior in the transition region is quite similar
for these two filters. However, the optimal filter has
sidelobes with amplitude of about 0.1 (determined by
the value of §) in the stop band. The plots in Fig. 12a
are linear and cover the range 0 < § < 1 (where 6
= @At is the digital frequency). The behavior in the
pass band can more easily be seen in a plot with abscissa
A = log,(6/6.), as shown in Fig. 12b. This shows the
transfer functions over a wider range of frequency and
indicates that the response of the optimal filter in the
pass band is acceptably close to the ideal. The remain-
ing two curves in Fig. 12 are for the Lanczos filter with
a nominal cutoff of 6 h and a span T = 3 h (dashed
line) and the optimal filter with a span T = 2 h (dot-
dash line). These two filters have similar response in
the pass and transition bands. The optimal filter has
equiripple oscillations in the stop band. What is clear
from these curves is that if the stop-band ripples can
be tolerated, the optimal filters have the required re-
sponse in the pass band with shorter span than that
required by the Lanczos filters. ‘

¢. Computational implications

The computation time required to apply the diabatic
digital-filtering initialization amounted to 1590 s (on
a CONVEX-220). The application involves a 3-h
backward adiabatic integration followed by a 6-h fore-
cast. The time taken by the normal-mode method with
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FiG. 12. Response functions for filters with coefficients defined as follows: (solid) /, = sin{(nw.At)/n=, with Lanczos window, cutoff 7,
= 2w /w.of 6 h and span T; = 6 h; (dashed) same, with span T, = 3 h; (dotted) optimal filter with span 7 = 3 h; (dot-dash) optimal filter
with span T, = 2 h. (a) Abscissa linear, 0 < 8 < I; (b) abscissa A = log,(6/6,).

two iterations for four vertical modes was 455 s. This
does not include the computation of the eigenmodes;
if these need to be calculated, the total time for the
NMI scheme becomes 1149 s. The NMI scheme does
not include diabatic effects; incorporation of these
would increase the computation time significantly. For
a fixed value of the time step, the time required for
filtering is proportional to the filter span. Thus, a 50%
reduction is achieved by using a filter with a 3-h span.
If a 2-h span is adequate, a 67% saving results, bringing
the computation time to 530 s: a value comparable to
that required by the (adiabatic) normal-mode method.
Such a short span is enabled by using an optimal filter.
Further reduction is possible by increasing the time
step since, for a given span, thé time required for DFI
varies inversely with Az. Use of a semi-Lagrangian
scheme for advection allows a larger time step to be
used and enhances the appeal of the digital-filtering
technique (Lynch 1990).

5. Further results and comments

The application of the initialization technique as de-
scribed in section 3 employed a filter with a span 7 of
6 h. This involves a 3-h (backward) adiabatic integra-

tion followed by a 6-h diabatic forecast. While the re-
sults were satisfactory, the computational requirements
of the method might, for some purposes, be considered
excessive.

The computational cost is directly proportional to
the filter span 7. An obvious way to reduce the cost
is to use a smaller value of T; however, the efficacy of
the filter is diminished as the span is reduced. There-
fore, it is important to choose the filter coefficients in
such a way that adequate discrimination between low
and high frequencies is obtained. The optimal filters
described above ensure the best possible filter perfor-
mance in a specific sense: for fixed-filter span and given
pass-band and stop-band edges, the maximum devia-
tion from the ideal in the pass band and stop band are
minimized by this choice of filter.

The digital-filtering initialization technique was re-
peated, starting with the same uninitialized analysis,
for a variety of different filters. The four filters depicted
in Fig. 12 were used and the results compared. In Fig.
13, the evolution of the quantity N, for the forecasts
from the corresponding four initializations are shown.
The original filter, as used in section 3, is denoted
LANG (Lanczos window, 6-h span). A similar filter,
but with a 3-h span, is designated LAN3. It is clear
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FiG. 13. Time evolution of the mean absolute surface pressure
tendency N, for analyses initialized by four different digital filters
and for nonlinear normal-mode initialization (ANMI).

that this filter is less effective in removing the high-
frequency noise from the forecast: the initial value of
N, is higher and rises to a value of about 1.7 before
falling again. The curve denoted OPT3 is for the op-
timal filter with a 3-h span: the forecast noise for this
filter, as measured by N, is intermediate between the
values for the two Lanczos filters. The curve marked
OPT2 is for the optimal filter with a 2-h span: here the

SURFACE PRESSURE TENDENCY (HPA/3HR) INCR= 1,
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values of N, are larger than for OPT3, and there is clear
evidence of residual high-frequency noise. The perfor-
mance of this filter is comparable to LAN3.

The fifth graph in Fig. 13 is for the forecast starting
from an analysis initialized using an adiabatic nonlin-
ear normal-mode method (ANMI). It can be seen that
all four of the digital filters are superior to the ANMI
in reducing the high-frequency noise. The initial ten-
dency of surface pressure for the OPT3 filter is shown
in Fig. 14a. The field is somewhat noisier than for the
LANG filter (Fig. 5a) but, by and large, synoptically
reasonable. With the span of the optimal filter reduced
to 2 h (OPT2), the initial tendency becomes that in
Fig. 14b; the values are now noticeably larger and the
field more noisy. However, the values are still much
smaller and more reasonable than those resulting from
the ANMI method, which are shown in Fig. 5c.

In conclusion, it seems that the cost of applying the
digital-filtering procedure can be significantly reduced
by using a filter of optimal design. The OPT3 filter
requires only one-half the computational cost com-
pared with the filter used in section 3. If the small re-
sidual noise is acceptable, the OPT?2 filter needs only
one-third of the original computation time. Even this
filter yields results superior to the nonlinear normal-
mode method (ANMI).

In addition to spurious gravity wave activity in the
analysis, high frequencies are generated continuously
during the model integration. Generally, these oscil-
lations are small, but they may cause problems when
the diabatic forcing is locally intense. Such noise could

SURFACE PRESSURE TENDENCY (HPA/3HR)

=
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FIG. 14. Initial surface pressure tendency [hPa (3 h)™'] for the analysis initialized
by DDFI using (a) the OPT3 filter and (b) the OPT?2 filter.
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be controlled by repeated application of a filter. The
nonrecursive filters considered in this study would
probably prove computationally prohibitive. A recur-
sive filter, which allows for feedback of previous out-
puts, would seem more suitable and would achieve the
desired filtering more economically. The combination
of a recursive filter with a time integration scheme can
markedly change the stability characteristics of the
scheme. Further investigation of this problem, which
is of particular interest in climate modeling, is neces-

sary.

6. Conclusions

The digital-filtering initialization scheme used by
Lynch and Huang (1991), referred to as LH through-
out this study, is extended to include diabatic processes.
As in LH, the digital filter is applied to a time series to
remove the spurious high-frequency oscillations due
to the imbalance between the initial fields of mass and
wind. In the present study, however, the time series is
obtained from diabatic integration of the numerical
model. In order for the time series to be centered
around the initial time, integration backward in time
is needed; since the diabatic processes are irreversible,
the backward integration has to be adiabatic. Therefore,
the procedure is to first integrate the model adiabati-
cally backward for one-half of the filter span and to
follow this by a diabatic integration for the full span
in order to generate the time series to which the digital
filter is applied.

The diabatic digital-filtering initialization (DDFI)
and the adiabatic digital-filtering initialization (ADFI)
remove the spurious high-frequency oscillations from
the forecast very efficiently. The former gives a lower
noise level and a significantly smoother structure in
surface pressure tendency than the latter does. The im-
provements occur mainly in mountainous regions. The
modifications made by DDFI to the initial fields are
somewhat larger than for ADFI but are of the same
order of magnitude. These changes are generally much
smaller than the observational error. The changes made
by DDFI to the 24-h forecast are also larger than for
ADFI. However, the rms changes in the forecast are
smaller than those induced in the analysis by the dia-
batic initialization.

There are some problems related to the boundary
relaxation scheme that need further investigation, but
the conclusions from this study will not be changed as
long as the weather systems of interest are within the
interior of the model domain. The initialization of the
cloud-water content discussed in this paper is certainly
an interesting problem that will be investigated next.

DDFI needs more CPU time than ADFI, due to the
6-h diabatic integration; however, it is possible to use
a shorter filter span for operational purposes. A shorter
span will tend to give rise to a higher noise level during
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the first few hours of the forecast; however, this problem
can be ameliorated by use of an optimal filter design.
By this means it is possible to construct a digital filter
that gives acceptable results with a span as short as 2-
3h.

Since diabatic processes are relatively more impor-
tant in the tropics, it would be of interest to compare
DDFI and ADFI with a global model or by running
HIRLAM over the tropics. Preliminary results of the
Hurricane Hugo case have been presented; further
studies of tropical circulations with HIRL.AM are being
undertaken and will be reported later.
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APPENDIX
Two Filter-Design Methods
a. Design by windowing

The filter coefficients used in Lynch and Huang
(1992; LH) and in sections 2 and 3 were obtained
using the simplest design technique for a nonrecursive
filter: the window method. The desired frequency re-
sponse is chosen, typically that of an ideal low-pass
filter:

L 18] < |6cl;

Al
0, 101> |0, (A1)

H(O)Z{

where 6. is a cutoff frequency. This is expanded as a
Fourier series

H@)= 2 he™™,

n=-00

h, = 1 f H(8)e™™d6.
27 J-r

(A2)

The values of the coefficients /4, follow immediately
from (A1) and (A2):
_ sinnf,

hy=—". (A3)
nw

These coefficients are the weights used to filter an input
function f, = f(nAt) by convolution

Sx=(hxfn= 2 hfor

k=—cc

(A4)

The output f* is the low-frequency component of f;,.
The sequence { /1, } is known as the impulse response;
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it is the output of the filter for an input consisting of
a unit pulse at time zero.

In practice, only a finite number of coefficients can
be used. Thus, the nonrecursive filter acquires its al-
ternative name finite impulse response or FIR filter.
Truncation of the Fourier series (A2) is equivalent to
multiplication of the sequence { 4, } by a window func-
tion {w,} defined by

In| <N;

1
W, =
{0, |n| > N.

In view of its graph, this particular function {w,} is
called the rectangular or uniform window. The stop
band and pass band of the filter are then separated by
a transition band whose width depends upon the trun-
cation limit N. It is well known that the sudden dis-
continuity in the rectangular window gives rise to spu-
rious oscillations in the resulting response function.
These Gibbs oscillations are greatly reduced if a window
with a more gentle cutoff at » = N is used. In LH, a
Lanczos window

(A5)

_sin[nw /(N + 1)]
T TR /(N 1)

was used. A large number of other windows have been
proposed and several of them are discussed in Oppen-
heim and Schafer (1989). The Kaiser window has the
advantage of an adjustable parameter that can be cho-
sen to achieve specified filter characteristics. However,
all the windows reduce Gibbs oscillations at the cost
of widening the transition band of the filter.

b. Optimal FIR filters

Optimal FIR filters have the smallest maximum ap-
proximation error for a prescribed transition band. The
theory of these filters, which rests on the Chebyshev
alternation theorem, is presented by Oppenheim and
Schafer (1989), and an algorithm for deriving the filter
coeflicients is described there. An outline of the theory
will be given below.

Let H(#) be the desired or ideal filter-frequency re-
sponse and Hx(6) that of a filter of total span (2N
+ 1)At. The design method using Fourier series trun-
cated by a rectangular window (AS5) corresponds to
minimizing the L, norm of the error:

1 T
2 -

I Ell3 )
However, this criterion may result in adverse behavior
near discontinuities of H(#): a minimum mean
squared error does not preclude large localized errors.
Optimal filter design employs an alternative minimi-
zation criterion using the L., norm

I Ell; = max|H(6) — Hy(0)].

|H(8) — Hy(0)|d8.  (A6)

(A7)
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The Chebyshev or minimax criterion seeks a response
Hy(0) such that this maximum error (within the pass
band and stop band, not the transition band) is min-
imized. Thus, the “worst error” is as small as possible
and large local errors are prevented. The response
function, which minimizes the maximum error (A7),
may be found by an iterative procedure called the Re-
mez exchange algorithm. The mathematical theory of
the method is presented in Esch (1990).

For filters designed by the windowing method, the
errors tend to be maximum close to points of discon-
tinuity of the ideal response. The optimal filters min-
imize the maximum deviation from the ideal and the
error is spread more evenly throughout the range of
frequencies. This property accounts for their descrip-
tion as equiripple filters. Several interesting properties
of these filters are described by Oppenheim and Schafer
(1989). A software package DF-PAK, which includes
code for the calculation of the optimal filter coefhicients,
is contained in Taylor and Stouraitis (1987). [A For-
tran source code can be found in McClellan et al. (1973)
and is also available from the corresponding author.]

The DF-PAK software was used to design optimal
filters for initialization. Two such designs are presented
in section 4b, with spans of 3 and 2 h, respectively.
The pass-band edge w, was set to correspond to a period
of 12 h. Then the truncation N, such that (2N + 1)A¢
= T,, was fixed and the stop-band edge w; varied until
the deviation from the ideal response satisfied the con-
ditions

|H(w) = 1] <9,
{H(w)| <,

The error 6 was set at 0.1. In engineering terms, the
gain is defined in decibels (dB) as

G = =10 logo| H(w)?,

so that, with the chosen value of §, the attenuation in
the stop band is at least 20 dB. This implies that the
energy of components in the stop band (w;, 7 /At) is
reduced to less than 1% of its initial value.

0<w<wp;

ws S w < w/AL
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